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What we discussed in the last class

Query optimization
We learnt various techniques for 

• Enumerating all possible query evaluation plans

• Estimating the cost of each plan

• Choosing an optimal or approximately optimal plan
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What is streaming data?

Data that is continuously being generated (streamed).

Examples:
• Click-through data (e.g., for Google search, every page 

request made by any user anywhere)
• Financial trading data
• E-commerce transactions
• Live streams and broadcasts (sports, online gaming, 

vlogs, podcasts, election coverage, reporting wars, 
disasters, pandemics, etc.)

• Leaderboards and ‘relative’ leaderboards (gaming apps 
and gamified apps)

https://uxdesign.cc/building-better-leaderboards-a5013d19cbd7 3



What is streaming data? (contd.)

Examples: (contd.)

• Sensor data: seismometers, tsunami warning sensors, 
etc.

• CC TV cameras

• Geo-location trackers (e.g., aeroplanes, Google Maps)

• IoT & smart devices (e.g., smartwatch step counters) 

• Network routers (incoming and outgoing packet streams 
of the IITJ intranet)

• Server monitors (e.g., CPU monitors)  

• Satellites orbiting the Earth, Moon, Mars, etc.

• Collaborative work streams (coding, designing, etc.) [1]

[1] https://aws.amazon.com/blogs/media/the-crown-in-the-cloud/ 4

https://aws.amazon.com/blogs/media/the-crown-in-the-cloud/


What is NOT a streaming data?

Batch data 

Reis and Housley 5

“All data is unbounded until 

it’s bounded” (irrespective of 

whether they are generated 

continuously or sporadically).

Boundaries are created for 

convenience. Such bounded 

units of data are called 

batches.

E.g., a TODO list. The TODO 

items appear in our mind as an 

unbounded stream of thoughts. 

Then we write them on a piece 

of paper which is bounded.



Streaming data is ‘ingested’ in (near) real-time

Data ingestion is the process of moving data from one 
application to another application. For example, moving 
a live stream data from YouTube to the Google Cloud 
storage.

Data ingestion can be performed at different frequencies:

- Streaming data is ingested as soon as it arrives.
- Sometimes data is ingested in micro-batches (e.g., once 
a minute).

- On the other hand, data batches are usually ingested at 
longer time intervals (e.g., once a day).

Pages 237-238, Reis and Housley 6



What is a data pipeline?

Data is like water.

Once generated at the source, it flows like a stream.

Sometimes we put dams to consume it in batches.

File:SQK Dam DSC 3657.jpg – Wikipedia. Creator: MARTINA NOLTE . Copyright: MARTINA NOLTE 7



What is a data pipeline? (contd.)

Sometimes we split it and divert it to serve different 
applications.

https://www.youtube.com/watch?v=1Tu9Tp1tgM8 8

The Kallanai 

Dam on the 

Kaveri river 

in Tamil 

Nadu. 

Constructed 

by King 

Karikala 

Chola in 

150 AD.

https://www.youtube.com/watch?v=1Tu9Tp1tgM8


What is a data pipeline? (contd.)

Applications such as feeding a lot of people.
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All these 

people 

would never 

have water 

otherwise.

Natural course 

of the Kaveri



What is a data pipeline? (contd.)

Similarly, we channelize data into multiple applications. 

https://www.youtube.com/watch?v=MbEfiX4sMXc 10

Sometimes, we combine 

data from multiple sources.

(Dynamic) Dashboards

Data Engineer

Data 

consuming 

applications

https://www.youtube.com/watch?v=MbEfiX4sMXc


Example of a traditional data pipeline: 
Old-day financial trading floor

Image courtesy: https://www.pictet.com/uk/en/trading-and-sales 11

Data source Data stream processor Data warehouse

A GUI software 

installed on on-premise 

desktop computers of 

the company. 

Employees are 

constantly making new 

trades. 

A software ingesting and 

processing (extracting-

transforming-loading) 

transactional trading data

A software that stores 

the data into domain-

specific warehouses 

and produces domain-

specific business 

intelligence reports at 

the end of every day. 

https://www.pictet.com/uk/en/trading-and-sales


Example of a modern data pipeline: 
Modern-day financial trading floor

Image courtesy (L-R): https://forextrader.live/2016/06/14/forex-trading-floors/ , https://towardsdatascience.com/assembling-an-entry-level-high-frequency-trading-hft-
system-e7538545b2a9 , https://www.reliancesmartmoney.com/stocks/trading-platforms/tick-pro
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Data 

sources

Data 

stream 

processor

Data 

lakehouse

Enterprise trading software, high-

frequency trading supercomputers, 

mobile trading apps
A software ingesting data 

from hundreds of sources

Data 

analytics

ML model 

1

ML model 

2

Order 

execution 

service

Real-time 

monitoring

Cloud

https://forextrader.live/2016/06/14/forex-trading-floors/
https://towardsdatascience.com/assembling-an-entry-level-high-frequency-trading-hft-system-e7538545b2a9
https://towardsdatascience.com/assembling-an-entry-level-high-frequency-trading-hft-system-e7538545b2a9
https://www.reliancesmartmoney.com/stocks/trading-platforms/tick-pro


Case study of commercial data pipelines: 
Amazon Kinesis

Amazon Kinesis is a family of services offered by 
Amazon Web Services (AWS) for processing and 
analysing streaming data.

The main services of this family are:
- Kinesis Data Streams

- Kinesis Data Firehose

- Kinesis Video Streams

- Kinesis Data Analytics

https://aws.amazon.com/pm/kinesis/ 13

https://aws.amazon.com/pm/kinesis/


Case study of commercial data pipelines: 
Amazon Kinesis Data Streams

https://aws.amazon.com/kinesis/
https://www.infoq.com/news/2021/12/kinesis-data-streams-ondemand/
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Ingests and processes 

gigabytes of data per second 

from multiple sources in real 

time. Useful for applications 

that require real-time insights.

Amazon EMR, Amazon Elastic 

Compute Cloud (EC2), and 

AWS Lambda are different 

types of cloud computing 

services.

https://aws.amazon.com/kinesis/
https://www.infoq.com/news/2021/12/kinesis-data-streams-ondemand/


Case study of commercial data pipelines: 
Amazon Kinesis Data Streams (contd.)

https://www.infoq.com/news/2021/12/kinesis-data-streams-ondemand/ 15

The infrastructure is on the cloud 

(AWS). Hence, we can scale to 

virtually unlimited volume of data 

stream. 

Moreover, we pay for what we use.

That means we do not have to 

manage the servers that our 

streaming based app is using. For 

this reason, such pay-as-you-go 

cloud services are also known as 

serverless services. 

https://www.infoq.com/news/2021/12/kinesis-data-streams-ondemand/


Case study of commercial data pipelines: 
Amazon Kinesis Data Firehose

https://aws.amazon.com/kinesis/
https://www.bloomberg.com/news/articles/2023-09-21/cisco-to-buy-splunk-for-157-a-share-in-28-billion-deal
https://aws.amazon.com/what-is/opensearch/
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Firehose is a highly 

configurable and scalable 

service for loading data 

into compatible cloud 

storages, data lakes, and 

data analytics services.

Input to Kinesis 

Data Firehose is 

often none other 

than Kinesis Data 

Streams.

Splunk indexes and correlates 

streaming-cum-web data into a 

searchable repository in real time. 

This year, Cisco has offered a 

$28 billion all-cash deal to acquire 

Splunk. It is the most expensive 

deal in Cisco’s history.

Amazon OpenSearch is an open-

source data and web search-cum-

analytics service.

https://aws.amazon.com/kinesis/
https://www.bloomberg.com/news/articles/2023-09-21/cisco-to-buy-splunk-for-157-a-share-in-28-billion-deal
https://aws.amazon.com/what-is/opensearch/


Case study of commercial data pipelines: 
Amazon Kinesis Video Streams

https://aws.amazon.com/kinesis/ 17

Movie cameras, video-

enabled IoT devices, 

surveillance cameras, 

live streaming devices, 

etc.   

Amazon SageMaker is 

a cloud computing 

service that enables 

developers to create, 

train, and deploy ML 

models directly onto 

end-point devices.

Amazon Rekognition 

Video is a cloud-based 

computer vision service. 

TensorFlow and Apache 

MXNet are cloud-based 

deep learning libraries.  

HLS = HTTP Live 

Streaming, an HTTP-

based live streaming 

protocol.

https://aws.amazon.com/kinesis/


Case study of commercial data pipelines: 
A more complex AWS data pipeline

https://aws.amazon.com/kinesis/data-firehose/?nc=sn&loc=1 18

https://aws.amazon.com/kinesis/data-firehose/?nc=sn&loc=1


Who are using AWS streaming data pipelines?

https://aws.amazon.com/solutions/case-studies/innovators/netflix/
https://aws.amazon.com/solutions/case-studies/wyze/
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https://aws.amazon.com/solutions/case-studies/innovators/netflix/
https://aws.amazon.com/solutions/case-studies/wyze/


Case study of more commercial data pipelines: 
Google Cloud streaming data services

https://cloud.google.com/solutions/stream-analytics
[1] http://www.vldb.org/pvldb/vol8/p1792-Akidau.pdf
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Pub/Sub Dataflow BigQuery

Ingestion

Source

DatastreamRDBMS

Processing 

or ETL. It 

is based 

on the 

Dataflow 

model [1]. Analytics

https://cloud.google.com/solutions/stream-analytics
http://www.vldb.org/pvldb/vol8/p1792-Akidau.pdf


Who are using Google Cloud streaming data pipelines?

https://cloud.google.com/customers 21

https://cloud.google.com/customers


Case study of more commercial data pipelines: 
Apache Beam

https://beam.apache.org/
[1] http://www.vldb.org/pvldb/vol8/p1792-Akidau.pdf

22

Apache Beam is an open-source implementation of the Dataflow model [1].

https://beam.apache.org/
http://www.vldb.org/pvldb/vol8/p1792-Akidau.pdf


Case study of more commercial data pipelines: 
Apache Beam (contd.)

https://beam.apache.org/ 23

Apache 

Flink

Google

Dataflow

Apache

Spark

Apache

Samza

Apache

Twister2

Amazon 

Kinesis

Data

Analytics

Batch 

processing

https://beam.apache.org/


Who are using Apache Beam data pipelines?

https://beam.apache.org/ 24

https://beam.apache.org/


Who are using Apache Beam data pipelines? (contd.)

https://beam.apache.org/ 25

https://beam.apache.org/


Who are using Apache Beam data pipelines? (contd.)

https://beam.apache.org/ , https://hop.apache.org/ , https://hop.apache.org/manual/latest/workflow/create-workflow.html 26

https://beam.apache.org/
https://hop.apache.org/
https://hop.apache.org/manual/latest/workflow/create-workflow.html


Who are using Apache Beam data pipelines? (contd.)

https://www.tensorflow.org/tfx 27

TensorFlow Extended (TFX)

TensorFlow is an ML library. On the other hand, a TFX pipeline is an end-to-end data pipeline for training 

and deploying models in high-performance production environments.

TFX also allows developers to use the TFX libraries of a particular component (say, Transform) 

individually. Thus, we can utilize TFX libraries to create a component into a different pipeline, such as 

the standard Apache Beam pipeline.

https://www.tensorflow.org/tfx


Who are using TensorFlow Extended (TFX)? 

https://www.tensorflow.org/tfx
https://security.googleblog.com/2020/02/improving-malicious-document-detection.html

28

Provides 

personalized 

recommendations 

to users using a 

pipeline bult with 

TFX and 

Kuberflow

Provides targeted 

ads using a pipeline 

bult with TFX and 

Google Cloud 

Platform. The 

pipeline processes 

1M+ requests per 

second and serves 

each request within 

15 ms.

Provides malware 

protection for email 

attachments. The 

pipeline trains a 

distinct ML model for 

each file type (such 

as PDF or DOC).

https://www.tensorflow.org/tfx
https://security.googleblog.com/2020/02/improving-malicious-document-detection.html


Who are using TensorFlow Extended (TFX)? (contd.) 

https://blog.tensorflow.org/2020/04/how-airbus-detects-anomalies-iss-telemetry-data-tfx.html 29

Airbus has built the Columbus (laboratory) module of the International Space Station (ISS) in 

2008. To ensure the health of the crew as well as hundreds of systems onboard the 

Columbus module, measurements of about 17,000 telemetry parameters are beamed to 

earth in 1 second intervals.

https://blog.tensorflow.org/2020/04/how-airbus-detects-anomalies-iss-telemetry-data-tfx.html


Who are using TensorFlow Extended (TFX)? (contd.) 

https://blog.tensorflow.org/2020/04/how-airbus-detects-anomalies-iss-telemetry-data-tfx.html 30

ISS Apache nifi is a highly 

configurable data loader like 

Amazon Kinesis Firehose

Historical 

data 

since 

2008

New 

stream 

coming 

every 

second Antenna

https://blog.tensorflow.org/2020/04/how-airbus-detects-anomalies-iss-telemetry-data-tfx.html


More commercial data pipelines

• Microsoft Azure Stream Analytics, etc.

31



Streaming data analytics 

- YouTube channel analytics

- Instagram Insights 

Image courtesy: https://b2shop.icu/ProductDetail.aspx?iid=187924013&pr=80.88 32



What is streaming data analytics?

Analyzing the streaming data to generate business 
intelligence

- Find patterns (such as trends)

- Spot exceptions (e.g., automatically detect fraudulent    
credit card transactions)

- Discover opportunities to improve the product/service
- Identify risks 

https://www.youtube.com/watch?v=MbEfiX4sMXc 33

https://www.youtube.com/watch?v=MbEfiX4sMXc


What is streaming data analytics?

The traditional tools and techniques used for analyzing 
historical transactional data are not always applicable 
on the streaming data. For streaming data analytics, 
we need new tools and techniques. 

For example, in stock markets, we can not wait until the 
end of the day to run analytics. Instead, we need a 
dynamic dashboard providing us with a 
minute-by-minute analysis.

https://www.youtube.com/watch?v=MbEfiX4sMXc 34

https://www.youtube.com/watch?v=MbEfiX4sMXc


In-memory analytics

We need to produce real-time analysis*.

Hence, it is preferred that data is stored and analyzed
in memory.

Databases providing in-memory storage and analytics 
are known as in-memory databases. They usually 
utilize disks only as archives or persistent storages.

* real-time analysis = Near real-time analysis 35



Examples of in-memory databases

Table 8.1, Raj and Raman 36

Commodity machines, 

in this context,  are 

connected computers 

on a cluster whose 

main memories and 

processors can be 

utilized on demand.



Examples of in-memory databases (contd.)

Table 8.1, Raj and Raman 37

Commodity machines, 

in this context,  are 

connected computers 

on a cluster whose 

main memories and 

processors can be 

utilized on demand.

MOLAP = 

Multidimensional 

OLAP



SAP HANA

“SAP HANA is a modern, in-memory database and 
platform that is deployable on premise or in the cloud.

The SAP HANA platform is a flexible data source-agnostic 
in-memory data platform that allows you to analyze large 
volumes of data in real time. Using the database services 
of the SAP HANA platform, you can store and access data 
in-memory and column-based. SAP HANA allows online 
transaction processing (OLTP) and online analytical 
processing (OLAP) on one system, without the need for 
redundant data storage or aggregates. Using the 
application services of the SAP HANA platform, you can 
develop applications, run your custom applications built on 
SAP HANA, and manage their lifecycles.”

https://help.sap.com/docs/SAP_HANA_PLATFORM/eb3777d5495d46c5b2fa773206bbfb46/d3b1adcdbb571014a93eff11ad9a1d89.html 38

https://help.sap.com/docs/SAP_HANA_PLATFORM/eb3777d5495d46c5b2fa773206bbfb46/d3b1adcdbb571014a93eff11ad9a1d89.html


SAP HANA appliance

SAP HANA comes as an appliance combining software components from SAP 
optimized on proven hardware provided by SAP’s hardware partners (e.g., 
HP, Dell).

“This approach offers you well-defined hardware designed for the performance 
needs of an in-memory solution out of the box. The appliance delivery is the first 
choice if you are looking for a preconfigured hardware set-up and a 
preinstalled software package for a fast implementation done by your chosen 
hardware partner and fully supported by both, the partner and SAP.

You can decide to implement SAP HANA using the appliance delivery model, 
meaning preconfigured software and hardware bundled by an SAP hardware 
partner, or you can opt for the SAP HANA tailored data center integration 
approach, which allows you more flexibility when integrating your SAP HANA
system with your existing storage solution. For more information see SAP 
HANA Tailored Data Center Integration.”

https://help.sap.com/docs/SAP_HANA_PLATFORM/eb3777d5495d46c5b2fa773206bbfb46/e2ebe79cf9a248ee9dda83cef123863f.html 39

https://help.sap.com/docs/SAP_HANA_PLATFORM/eb3777d5495d46c5b2fa773206bbfb46/e2ebe79cf9a248ee9dda83cef123863f.html


Example of a SAP HANA certified appliance

https://www.sap.com/dmc/exp/2014-09-02-hana-hardware/enEN/#/solutions?filters=v:deCertified&id=s:2749 40

https://www.sap.com/dmc/exp/2014-09-02-hana-hardware/enEN/#/solutions?filters=v:deCertified&id=s:2749


Example of a SAP HANA certified appliance

https://bi-insider.com/portfolio-item/sap-hana-platform-technical-overview/ 41

https://bi-insider.com/portfolio-item/sap-hana-platform-technical-overview/


SAP HANA features

Raj and Raman 42



What is a blade (computing server)?

https://blog.purestorage.com/purely-informational/blade-server-vs-rack-server-vs-tower-server/ , https://www.router-switch.com/faq/tower-server-vs-rack-
server.html , https://tekbloq.com/2016/05/26/whats-the-difference-rack-blade-or-tower-server/ , https://www.lenovo.com/in/en/data-
center/servers/towers/ThinkSystem-ST250-Server/p/77XX7TRST25

43

Server Type Definition Use Case

Rack Server

An encased server used 
to stack and install 
several servers in a large 
closet.

Midsize to large 
businesses with on-
premises server closets 
where space is limited 
and computing power is 
necessary for high-end 
applications.

Blade Server

An encased server used 
to insert small servers
into a blade bay where 
several can be stacked 
horizontally in a rack.

Midsize to large 
businesses with on-
premises server closets 
where space is limited, 
but several servers are 
necessary to handle 
high-end applications.

Tower Server

A stand-alone computer 
that looks like a standard 
desktop but has 
additional server 
resources installed in the 
machine.

Small businesses or 
home networks that 
need a server to store 
files or manage network 
resources, but only one 
server is needed and 
scalability isn’t a 
concern.

https://blog.purestorage.com/purely-informational/blade-server-vs-rack-server-vs-tower-server/
https://www.router-switch.com/faq/tower-server-vs-rack-server.html
https://www.router-switch.com/faq/tower-server-vs-rack-server.html
https://tekbloq.com/2016/05/26/whats-the-difference-rack-blade-or-tower-server/
https://www.lenovo.com/in/en/data-center/servers/towers/ThinkSystem-ST250-Server/p/77XX7TRST25
https://www.lenovo.com/in/en/data-center/servers/towers/ThinkSystem-ST250-Server/p/77XX7TRST25


Example of a SAP HANA certified blade server

https://www.supermicro.com/datasheet/datasheet_8U-Blade_SAP.pdf 44

https://www.supermicro.com/datasheet/datasheet_8U-Blade_SAP.pdf


Example of a SAP HANA certified blade server (contd.)

https://www.supermicro.com/datasheet/datasheet_8U-Blade_SAP.pdf 45

https://www.supermicro.com/datasheet/datasheet_8U-Blade_SAP.pdf


SAP S/4HANA is an ERP built on top of SAP HANA

https://erpiseasy.com/2021/03/20/what-is-sap-s4hana/ 46

CDS = Core data services

https://erpiseasy.com/2021/03/20/what-is-sap-s4hana/


Kognitio architecture

Raj and Raman 47



Predictive analytics

• Definition

• Examples
• Deciding whether to give loan to a customer

• Determining the amount of a car insurance premium

• Bias, discrimination, feedback loops (false 
stereotyping)

• Responsibility and accountability

• ‘Systems thinking’
Section ‘Predictive Analytics’, Chapter 12, Kleppmann 48



Techniques involved in streaming data pipelines: Events

• Event = Record (and timestamp)

• The producer/publisher/sender sends a message
containing an event to the 
consumer/subscriber/recipient

• In other words, the consumer ingests messages 
containing new events from the producer

Kleppmann 49



How are messages ingested?

Reis and Housley 50

Push 

message 

notifications



What is in a message?

“Every message has a schema.”

Example:
Someone posting a tweet is an event.
The tweet is packaged as a message.
The message has the schema {sender_id, text, 
timestamp}.
The message is sent out by the source application (i.e. 
the X.com client on the user’s smartphone).
The message is ingested by a consumer application 
(e.g., Google Pub/Sub).

Reis and Housley 51



Message brokers

A message broker is a middleware that translates a 
message from the data producer’s messaging protocol 
to the data consumer’s messaging protocol.

E.g., Apache ActiveMQ

Sometimes the messaging system is brokerless. In that 
case, the consumers ingest data directly from the 
producers without the involvement of a message broker.

Kleppmann 52



Change Data Capture (CDC)

• CDC is a class of software ‘design patterns’. If we 
want to design a software that detects 
changes/deltas in the data producer and moves the 
delta to the data consumer, CDC provides a template 
of what components should our software have and 
how these components should interact.

• A software design pattern is a design template that 
presents what components a software should have 
and how these components should interact.

Reis and Housley 53



Webhooks

• Webhooks are a web development method that uses reverse 
APIs.

• An API is a software provided by a data provider. Data 
consumers make requests to the data provider using the API 
and get the requested data in response. E.g., for our ML 
projects, we download datasets using APIs of different web 
platforms. 

• A reverse API is a software provided by a data consumer. 
Data producers make requests to the data consumer using the 
reverse API and the consumer ingests the requested data in 
response. E.g., GitHub Desktop is a reverse API using which 
we request GitHub.com to ingest our code delta.

Reis and Housley 54



Event logs

• Data producer maintains an ordered log of events. The 
events are listed in the order they were sent.

• Data consumer maintains an ordered log of events. The 
events are listed in the order they were consumed.

• There are mechanisms to synchronize the event logs of 
the producer and the consumer. Suppose, the producer 
log says events {e1, e2, e3} were sent but the consumer 
log says only events {e1, e3} were received. In that case, 
the producer may resend event ‘e2’.

Reis and Housley 55



Topics or streams

• Related events can be grouped into topics or 
streams

• Multiple producers can send messages to the same 
topic

• Multiple consumers can receive messages from the 
same topic

Kleppmann 56



How to create a data stream: 
Example from Amazon Kinesis Data Streams

https://www.infoq.com/news/2021/12/kinesis-data-streams-ondemand/ 57

The infrastructure is on the cloud 

(AWS). Hence, we can scale to 

virtually unlimited volume of data 

stream. 

Moreover, we pay for what we use.

That means we do not have to 

manage the servers that our 

streaming based app is using. For 

this reason, such pay-as-you-go 

cloud services are also known as 

serverless services. 

https://www.infoq.com/news/2021/12/kinesis-data-streams-ondemand/


Relationship between a data stream and its event logs

The event logs are maintained as long as the 
corresponding (data) stream is not terminated. 

The event logs enable

- events to be queried over various ranges

- events to be aggregated

- events to be combined with the events of the other 
streams. This phenomenon is known as ‘stream joins’.

Reis and Housley 58



Stream joins

Multiple streams belonging to the same ‘session’ can be 
joined. E.g., five streams have been joined in the 
following Chandrayaan-3 live streaming session. 

https://www.indiatv.in/india/national/chandrayaan-3-pm-narendra-modi-to-visit-bengaluru-on-august-26-to-congratulate-isro-team-2023-08-25-983763 59



Stream joins (contd.)

A stream can also be joined with a database relation, 
such as a table stored inside a RDBMS.

Example:

When a user logs onto his/her X (Twitter) account, a 
personalized timeline is shown. The timeline consists 
of the tweets by the people he/she follows ordered from 
the latest tweet to the oldest.

Page 60



Stream joins (contd.)

It is achieved by joining the ‘tweet’ stream with the 
‘follows’ table.

Here, each event in the ‘tweet’ stream is a tweet with 
the schema {sender_id, text, timestamp}. The ‘follows’ 
table has the schema {follower_id, followee_id}.

Query courtesy: Page 475, Kleppmann 61



What happens if the producers send messages faster 
than the consumers can process them?

• Drop messages, e.g., UDP (second-by-second 
sensor readings and stock market feeds)

• Block the producers from sending new messages. It 
is known as applying ‘backpressure’ or ‘flow control’, 
e.g., TCP

• Buffer messages in a queue (Mutliple factors (such 
as the buffer size) and multiple use cases (such as 
what happens if the buffer is full) to keep in mind. 
Thoughtful design is necessary.)

Kleppmann 62



Schema registry

In practice, a data producer can change the schema of the 
messages on the fly. 
E.g., the producer can introduce new attributes, remove 
existing attributes, update the data type of an attribute.

A schema registry is a version control software that 
maintains the version history of the schema. It helps the 
data consumer to understand the schema of the incoming 
messages and extract information accordingly.
E.g., Confluent Schema Registry 
(https://github.com/confluentinc/schema-registry) is a 
scheme registry software that helps Apache Kafka (a 
stream processor) to adapt to the schema changes in the 
incoming messages.
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Schema registry (contd.)

Currently, many top data engineers are involved in 
developing schema registry software that can 
automatically

- detect the schema changes and

- help the consumer adjust its data pipeline on the fly

with the help of AI.

Reis and Housley 64



References

• Section 8.3 ‘In-Memory Analytics’, P. RAJ, A. 
RAMAN, D. NAGARAJ, S. DUGGIRALA (2015), 
High-Performance Big-Data Analytics: Computing 
Systems and Approaches, Springer, 1st Edition.

65



References (contd.)

• Chapter 11 ‘Stream Processing’, M. KLEPPMANN 
(2017), Designing Data-Intensive Applications The 
Big Ideas Behind Reliable, Scalable, and 
Maintainable Systems, O’Reilly.
• Pages 440-443 (Transmitting Event Streams)

66



References (contd.)

• Chapter 7 ‘Ingestion’, J. Reis, M. Housley (2022), 
Fundamentals of Data Engineering, O'Reilly Media, 
Inc.,ISBN: 9781098108304
• Pages 233-239

• 242-244

• 255-256 (Stream Joins)

• 259-260 (Webhooks)

67



Thank you


	Slide 1: Streaming Data Analytics
	Slide 2: What we discussed in the last class
	Slide 3: What is streaming data?
	Slide 4: What is streaming data? (contd.)
	Slide 5: What is NOT a streaming data?
	Slide 6: Streaming data is ‘ingested’ in (near) real-time
	Slide 7: What is a data pipeline?
	Slide 8: What is a data pipeline? (contd.)
	Slide 9: What is a data pipeline? (contd.)
	Slide 10: What is a data pipeline? (contd.)
	Slide 11: Example of a traditional data pipeline:  Old-day financial trading floor
	Slide 12: Example of a modern data pipeline:  Modern-day financial trading floor
	Slide 13: Case study of commercial data pipelines:  Amazon Kinesis
	Slide 14: Case study of commercial data pipelines:  Amazon Kinesis Data Streams
	Slide 15: Case study of commercial data pipelines:  Amazon Kinesis Data Streams (contd.)
	Slide 16: Case study of commercial data pipelines:  Amazon Kinesis Data Firehose
	Slide 17: Case study of commercial data pipelines:  Amazon Kinesis Video Streams
	Slide 18: Case study of commercial data pipelines:  A more complex AWS data pipeline
	Slide 19: Who are using AWS streaming data pipelines?
	Slide 20: Case study of more commercial data pipelines:  Google Cloud streaming data services
	Slide 21: Who are using Google Cloud streaming data pipelines?
	Slide 22: Case study of more commercial data pipelines:  Apache Beam
	Slide 23: Case study of more commercial data pipelines:  Apache Beam (contd.)
	Slide 24: Who are using Apache Beam data pipelines?
	Slide 25: Who are using Apache Beam data pipelines? (contd.)
	Slide 26: Who are using Apache Beam data pipelines? (contd.)
	Slide 27: Who are using Apache Beam data pipelines? (contd.)
	Slide 28: Who are using TensorFlow Extended (TFX)? 
	Slide 29: Who are using TensorFlow Extended (TFX)? (contd.) 
	Slide 30: Who are using TensorFlow Extended (TFX)? (contd.) 
	Slide 31: More commercial data pipelines
	Slide 32: Streaming data analytics 
	Slide 33: What is streaming data analytics?
	Slide 34: What is streaming data analytics?
	Slide 35: In-memory analytics
	Slide 36: Examples of in-memory databases
	Slide 37: Examples of in-memory databases (contd.)
	Slide 38: SAP HANA
	Slide 39: SAP HANA appliance
	Slide 40: Example of a SAP HANA certified appliance
	Slide 41: Example of a SAP HANA certified appliance
	Slide 42: SAP HANA features
	Slide 43: What is a blade (computing server)?
	Slide 44: Example of a SAP HANA certified blade server
	Slide 45: Example of a SAP HANA certified blade server (contd.)
	Slide 46: SAP S/4HANA is an ERP built on top of SAP HANA
	Slide 47: Kognitio architecture
	Slide 48: Predictive analytics
	Slide 49: Techniques involved in streaming data pipelines: Events
	Slide 50: How are messages ingested?
	Slide 51: What is in a message?
	Slide 52: Message brokers
	Slide 53: Change Data Capture (CDC)
	Slide 54: Webhooks
	Slide 55: Event logs
	Slide 56: Topics or streams
	Slide 57: How to create a data stream:  Example from Amazon Kinesis Data Streams
	Slide 58: Relationship between a data stream and its event logs
	Slide 59: Stream joins
	Slide 60: Stream joins (contd.)
	Slide 61: Stream joins (contd.)
	Slide 62: What happens if the producers send messages faster  than the consumers can process them?
	Slide 63: Schema registry
	Slide 64: Schema registry (contd.)
	Slide 65: References
	Slide 66: References (contd.)
	Slide 67: References (contd.)
	Slide 68

